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ARTIFICIAL INTELLIGENCE TODAY

Bigger Data Faster Hardware Smarter Algorithms
.. .:-- R
Numbers: 5 KB / record Transistor density doubles 18m Theoretical advances in training
Text: 500 KB / record Computation / kwh doubles 18m multi-layer feedforward neural
Image: 1000 KB / picture networks led to better accuracy
Audio: 5000 KB / song CPUs at over 3 TFlops
Video: 5,000,000 KB / movie New mathematical techniques for
High-Res: 50,000,000 KB / object Cost / Gigabyte in 1995: $1000.00 optimization over non-convex
Cost / Gigabyte in 2015: $0.03 curves led to better learning
algorithms
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ARTIFICIAL INTELLIGENGE IS CHANGING THE WORLD

On the Scale of the Agricultural, Industrial and Digital Revolutions

UNLEASH

Scientific Discovery

ACCELERATE

Large scale solutions

Cure Diseases Explore New Worlds

Prevent Crime
Unlock Dark Data

Decode the Brain

Uncover New Theories

Y

EXTEND
Human Capabilities
Personalize Learning

Enhance Decisions

Optimize Time

i /]
-

AUTOMAT

Undesirable Tasks

Automate Driving
Save Lives in Danger

Perform Chores
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CONSUMER

Smart
Assistants

Chatbots
Search
Personalization

Augmented
Reality

Robots
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HEALTH
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Diagnostics
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Discovery

Patient Care
Research

Sensory
Aids

FINANCE

Algorithmic
Trading

Fraud
Detection

Research

Personal
Finance

Risk Mitigation
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Support
Experience
Marketing
Merchandising
Loyalty
Supply Chain

Security

Defense

Data
Insights

Safety &
Security

Resident
Engagement

Smarter
Cities

Oil & Gas
Exploration

Smart
Grid

Operational
Improvement

Conservation

Autonomous
Cars

Automated
Trucking

Aerospace
Shipping

Search &
Rescue

OTHER

Factory Advertising
Automation .
Education
Predictive Gami
Maintenance aming

Professional &

Precision :
Agriculture IT Services
Field Telco/Media
Automation Sports
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THE NEXUS OF Al TODAY

Al

Machine Learning

Neural Networks

Deep Learning




Industry: Agricultural Robotics Energy: Oil & Gas

Positive: Positive:

Negative:

Genomics: Sequence analysis
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THE COMING FLOOD OF DATA
BY 2020...

=
)

raoaR ~10-100 KB pergeconn
sonr ~10-100 KB perseconn

q A connected plane will generate over ’ - Gps ~50 KB PER SECUND
I A connected factory will generate over I LIDAR ~]0-70 MB PER SECUND

caveras ~20-40 MB  persecons

http://www.cisco.com/c/en/us/solutions/service-provider/vni-network-traffic-forecast/infographic.html .
http://www.cisco.com, c/en/u%solutlons/collateral/serwce-provtder/global—cloud—lgdex-gct/Cloud_lndex_Wh/te_Paper.html

https/ datafloqg.com/read/self-driving-cars-create-2-petabytes-data-annually/17. X .
http;, WWW.ct_sco.com/c/en/us/solutl_ons/collaterayserw_ce-prowder/ lobal-cloud-index-gci/Cloud_Index_White_Paper.html
http://www.cisco.com/c/en/us/solutions/collatera /serwce-provtder/global—cloud—lndex-gct/Cloud:lndex_ White”Paper.html
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Audi A8

Vernetzung der Sensoren und Kameras

Topology of the sensors and cameras ~— Mid-Range-Radar
07/17 Frontkamera Cateway hinten rechts
Front camera Mid range radar rear right

Sensor fir Fahrerverfiigbarkeit —
Sensor for driver availability

Umgebungskamera
Aussenspiegel (li/re)

Umgebungskamera
Left / right side hinten
360° environment camera Rear 360°

environment camera
Mid-Range-Radar
vorne rechts
Mid u:nge radar Mid-Range-Radar
t right X :
ront rig hinten links
Mid range radar
rear left

Long-Range-
Radar
Long range radar

sechs Ultraschallsensoren

hinten

Six rear ultra sonic sensors

Umgebungs-——

kamera vorn
Front 360°

environment

camera

Laserscanner
Laser scanner

sechs Ultraschallsensoren vorn

Six front ultra sonic sensors zentrales

Fahrerassistenzsteuergerdt (zFAS)

Mid-Range-Radar vorne links Central driver assistance controller

Mid range radar front left
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IMoOBILEYE

An Intel
Company
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END-TO-END EXAMPLE: AUTONOMOUS DRIVING

< 10

D IN-VEHICLE (,9 COMMUNICATION S DATA CENTER
o Autonomous Driving - End Point Management
Functions Data Annotation and Labeling Geographical Tracking, OTA Updates

Trajectory Enumeration, Over-the-Air Updates

Architecture-Optimized
Frameworks

Path Planning, Path Selection, > Deep Learnin
Driving Policy, Maneuvering 5 faModels, Maps 4 -

= Big Data and Statistical Analytics
Real-Time Environment 53
Modeling = M ini

odel Training

Localization (r_p: Multinode/Intel®

v

o)

z

Sensor Processing

and Fusion

Object ID and Classification,
Multimodal, Time-Synchronized .

Anomalous Data

Deep Learning Scoring
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INTEL" GO™ AUTOMATED DRIVING SOLUTIONS

HD video and entertainment

: CAR & - Transportation-as-a-service Over-the-air updates (‘(( NN

Intel® GO™ development platforms for 7y T
automated driving deliver the incredibly
high compute performance needed for
cars to react to changes on the road with
split-second agility, support for advanced
human-machine interface (HMI)
experiences that build trust, and the
broadest compute portfolio to let
developers code how they need.

Vehicle-to-everything (V2X)
(V2V, v2i, V2N)

Fleet management

CONNECTIVITY

By working closely with device
manufacturers and network operators,
Intel is paving a path to 5G. We're enabling
a more streamlined design process and
accelerating prototype development with
the launch of our Intel® GO™ automotive
5G platform in 2017.

@ cLoup

Intel® technologies for the data center
support Intel® GO™ automated driving
solutions by scaling to meet the
demands of new workloads, including
artificial intelligence (Al).

% Voice controls

mtel.com/automotlve n Intel automotive solutions provide
©.2016 el Corporation Al rights reserved e, e el ogo,the e Exparience layered protection with security and
What's Inside logo, Intel. Experience What's nside, and Iniel GO are trademarks of Intel n safety features rooted in the hardware Perception
Corporation o s subsidiaries nthe US. andjor other countres 5
and trusted cloud services.

“Other names and brands may be claimed as the property of others.

Path planning Responsive HMI
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INTEL" NERVANA™ PORTFOLIC
BPERENCES gy 50 e @ vee D 2, @ g

Intel® Nervana™ Cloud & Appliance /‘7
PI_ATFURMS Intel° Computer Movidius (intel/ saffron
Intel® Nervana™ DL Studio Vision SDK Fathom

e B Microsoft Q‘
FRAMEWURKS Sg\iz .? CNTK Caffe Chainer

T F IOW » +‘|'
Mz sl B2 7" @ . torch Scaffe2  theano
Intel® Data Analytics Intel® Nervana™ Graph*
Intel Pyth i
I.IBRARIES p::o,, &;rib‘.’,tié’: Acceleration Library Intel® Math Kernel Library
(DAAL) (MKL, MKL-DNN)

HARDWARE

intel More %

Memory & Storage  Networking
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END-TO-END Al COMPUTE

Wireless and non-IP

wired protocols g—\ ?am
v’ Secure J,s Os 2
Ethemet . v' High throughput e | 8|
v Real-time

DATACENTER < GATEWAY <o EDGE

Many-to-many hyperscale for stream 1-to-many with majority 1-to-1 devices with lower power
and massive batch data processing streaming data from devices and often UX requirements

Intel® Xeon® Processors

‘‘‘‘‘

mte

xsonpm Intel® Xeon Phi™ Processors* Intel® Core™ & Atom™ Processors

ch+ e 5‘ Intel® Processor Graphics

| Intel® FPGA

Q Crest Family (Nervana ASIC)* i'ViSi;] Movidius Myriad (VPU)

i‘speecﬂ Intel® GNA (IP)*
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INTEL” NERVANA™ A ACADEMY

v Intel Developer Zone
for Artificial Intelligence INTEL" NERVANA™ Al ACADEM -
PR Leaming DBy i1 R o i
Frameworks, libraries
and additional tools

v" Workshops, Webinars,
Meet Ups & Remote

Access SOFTWARE.INTEL.COMJAI/ACADEMY

intel' Nervana® . 15
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CONFIGURATION DETAILS

This document contains information on products, services and/or processes in development. All information provided here is subject to change without
notice. Contact your Intel representative to obtain the latest forecast, schedule, specifications and roadmaps.

Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Learn more at
intel.com, or from the OEM or retailer. No computer system can be absolutely secure.

Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual
performance. Consult other sources of information to evaluate performance as you consider your purchase. For more complete information about
performance and benchmark results, visit http://www.intel.com/performance.

Cost reduction scenarios described are intended as examples of how a given Intel-based product, in the specified circumstances and configurations, may
affect future costs and provide cost savings. Circumstances will vary. Intel does not guarantee any costs or cost reduction.

Statements in this document that refer to Intel's plans and expectations for the quarter, the year, and the future, are forward-looking statements that
involve a number of risks and uncertainties. A detailed discussion of the factors that could affect Intel's results and plans is included in Intel’s SEC filings,
including the annual report on Form 10-K.

The products described may contain design defects or errors known as errata which may cause the product to deviate from published specifications.
Current characterized errata are available on request.

No license (express or implied, by estoppel or otherwise) to any intellectual property rights is granted by this document.

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and
confirm whether referenced data are accurate.

Intel, the Intel logo, Pentium, Celeron, Atom, Core, Xeon and others are trademarks of Intel Corporation in the U.S. and/or other countries.
*Other names and brands may be claimed as the property of others.

© 2016 Intel Corporation.
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http://www.intel.com/performance

ONFIGURATION DETAILS

2S Intel® Xeon® processor E5-2697A v4 on Apache Spark™ with MKL2017 up to 18x performance increase compared to 2S5 E5-2697 v2 + F2JBLAS machine learning training

BASELINE: Intel® Xeon® Processor E5-2697 v2 (12 Cores, 2.7 GHz), 256GB memory, CentOS 6.6*, F2JBLAS: https://github.com/fommil/netlib-java, Relative performance 1.0

Intel® Xeon“"{)rocessor E5-2697 v2 A3pache* Spark* Cluster: 1-Master + 8-Workers, 10Gbit/sec Ethernet fabric, Each system with 2 Processors, Intel® Xeon® grocessor E5-2697 v2 (12 Cores, 2.7 GHz), Hzl er-Threading Enabled, 256GB RAM per
System, 1-240GB SSD OS Drive, 12-3TB HDDs Data Drives Per System, CentOS* 6.6, Linux 2.6.32-642.1.1.el6.x86_64, Intel® Intel® MKL 2017 build U1_20160808, Cloudera Distribution for Hadoop (CD ?5.7, Apache* Spark* 1.6.1 standalone,
OMP_NUM_THREADS=1 set in CDH*, Total Java Heap Size of 200GB for Spark* Master and Workers, Relative performance up to 3.4x

Intel® Xeon® processor E5-2699 v3 Apache* Spark* Cluster: 1-Master + 8-Workers, 10Gbit/sec Ethernet fabric, Each system with 2 Processors, Intel® Xeon® processor E5-2699v3 (18 Cores, 2.3 GHz), Hyper-Threading Enabled, 256GB RAM per
System, 1-480GB SSD OS Drive, 12-4TB HDDs Data Drives Per System, CentOS* 7.0, Linux 3.10.0-229.el7.x86_64, Intel® Intel® MKL 2017 build U1_20160808, Cloudera Distribution for Hadoop (CDH) 5.7, Apache* Spark* 1.6.1 standalone,
OMP_NUM_THREADS=1 set in CDH*, Total Java Heap Size of 208GB for Spark* Master and Workers, Relative per*ormance up to 8.8x

Intel® Xeon® processor E5-2697A v4 Apache* Spark* Cluster: 1-Master + 8-Workers, 10Gbit Ethernet/sec fabric, Each system with 2 Processors, Intel® Xeon® processor E5-2697A v4 (16 Cores, 2.6 GHz), Hyper-Threading Enabled, 256GB RAM
per System, 1-800GB SSD OS Drive, 10-240GB SSDs Data Drives Per System, CentOS* 6.7, Linux 2.6.32-573.12.1.el6.x86_64, Intel® MKL 2017 build U1_20160808 , Cloudera Distribution for Hadoop (CDHY5.7, Apache* Spark* 1.6.1 standalone,
OMP_NUM_THREADS=1 set in CDH*, Total Java Heap Size of 200GB for Spark* Master and Workers, Relative performance up to 18x

Machine learning algorithm used for all configurations : Alternating Least Squares ALS Machine Learning Algorithm https://github.com/databricks/spark-perf

Intel® Xeon Phi™ Processor 7250 GoogleNet V1 Time-To-Train Scaling Efficiency up to 97% on 32 nodes

32 nodes of Intel® Xeon Phi™ processor 7250 (68 Cores, 1.4 GHz, 16GB MCDRAM: flat mode), 96GB DDR4 memory, Red Hat* Enterprise Linux 6.7, export OMP_NUM THREADS=64 (the remaining 4 cores are used for driving communication) MKL
2017 Update 1, MPI: 2017.1.132, Endeavor KNL bin1 nodes, export | MPI_FABRICS=tmi, exgort I_MPI_TMI_PROVIDER=psm2, Throughput is measured using "train” command. Data pre-partitioned across all nodes in the cluster before training.
There is no data transferred over the fabric while training. Scaling efficiency computed as: (Single node performance / (N * Performance measured with N nodes))*100, where N = Number of nodes

Intel® Caffe: Intel internal version of Caffe

GoogleNetV1: http://static.googleusercontent.com/media/research.google.com/en//pubs/archive/43022.pdf, batch size 1536

Intel® Xeon Phi ™ processor 7250 up to 400x performance increase with Intel Optimized Frameworks compared to baseline out of box performance

BASELINE: Caffe Out Of the Box, Intel® Xeon Phi™ processor 7250 (68 Cores, 1.4 GHz, 16GB MCDRAM: cache mode), 96GB memory, Centos 7.2 based on Red Hat* Enterprise Linux 7.2, BVLC-Caffe: https://github.com/BVLC/caffe, with
OpenBLAS, Relative performance 1.0

NEW: Caffe: Intel® Xeon Phi™ processor 7250 (68 Cores, 1.4 GHz, 16GB MCDRAM: cache mode), 96GB memory, Centos 7.2 based on Red Hat* Enterprise Linux 7.2, Intel® Caffe: : https://github.com/intel/caffe based on BVLC Caffe as of Jul 16
2016, MKL GOLD UPDATE1, Relative performance up to 400x

AlexNet used for both configuration as per https://papers.nips.cc/paper/4824-Large image database-classification-with-deep-convolutional-neural-networks.pdf, Batch Size: 256

Intel® Xeon Phi™ Processor 7250, 32 node cluster with Intel®° Omni Path Fabric up to 97% GoogleNetV1 Time-To-Train Scaling Efficiencel
Caffe: Intel® Xeon Phi™ processor 7250 (68 Cores, 1.4 GHz, 16GB MCDRAM: flat mode), 96GB DDR4 memory, Red Hat* Enterprise Linux 6.7, Intel® Caffe: https://github.com/intel/caffe, not publically available yet

export OMP_NUM_THREADS=64 (the remaining 4 cores are used for driving communication)

MKL 2017 Update 1, MPl: ~ 2017.1.132, Endeavor KNL bin1 nodes, export |_MPI_FABRICS=tmi, export |_MPI_TMI_PROVIDER=psm2, Throughput is measured using “train” command. Split the images across nodes and copied locally on each
node at the beginning of training. No 10 happens over fabric while training.

GoogleNetV1: http://static.googleusercontent.com/media/research.google.com/en//pubs/archive/43022.pdf, batch size 1536

Intel® Xeon Phi ™ processor Knights Mill up to 4x estimated j]:verformance improvement over Intel® Xeon Phi™ processor 7290
BASELINE: Intel® Xeon Phi™ Processor 7290 (16GB, 1.50 GHz, 72 core) with 192 GB Total Memory on Red Hat Enterprise Linux* 6.7 kernel 2.6.32-573 using MKL 11.3 Update 4, Relative performance 1.0

NEW: Intel® Xeon phi™ processor family — Knights Mill, Relative performance up to 4x

Intel® Arria 10 - 1150 FPGA energy efficiency on Caffe/AlexNet up to 25 img/s/w with FP16 at 297MHz

Vanilla AlexNet Classification Implementation as specified by http:/7www.cs.toronto.edu/~fritz/abs s/irna%enet.Rdf, Training Parameters taken from Caffe open-source Framework are 224x224x3 Input, 17000x1 Output, FP16 with Shared Block-
Exponents, All compute layers (incl. Fully Connected) done on the FPGA except for Softmax, Arria 10-1150 FPGA, -1 Speed Grade on Altera PCle DevKit with x72 DDR4 %ﬁ 1333 MHz, Power measured through on-board power monitor (FPGA
POWER ONLY), ACDS 16.7 Internal Builds + OpenCL SDK 16.1 Internal Build, Compute machine is an HP Z620 Workstation, Xeon E5-1660 at 3.3 GHz with 32GB RAM. The Xeon is not used for compute.

Knights Mill performance : Results have been estimated or simulated using internal Intel ana\¥sis or architecture simulation or modeling, and Frov_ided to you for informational purposes. Any differences in your system hardware, software or configuration may affect your actual performance.

Opfimization Notice: Intel's compilers may or may not optimize to the samé degree for non-Intel microprocessors for optimizations that are not unique to Infel microprocessors. These optimizations inciude’SSE2, SSE3, and SSSE3 instruction sefs and other optimizations. Intel does not guarantee the
availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reservedor Intel
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific_instruction sets covered by this notice. Notice Revision #20110804 b .

Software and workloads used in Ferformance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of
those factors may cause the results to vary. You should consult other information and performance tests to assis! mou in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit:
http://www.intel.com/performance Source: Intel measured everything except Knights Mill which is estimated as of November 2016
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https://github.com/fommil/netlib-java
https://github.com/databricks/spark-perf
http://static.googleusercontent.com/media/research.google.com/en/pubs/archive/43022.pdf
https://github.com/BVLC/caffe
https://github.com/intel/caffe
https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
https://github.com/intel/caffe
http://static.googleusercontent.com/media/research.google.com/en/pubs/archive/43022.pdf
http://www.intel.com/performance

CONFIGURATION DETAILS (CONT'D)

Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3,
and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent
optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User
and Reference Guides for more information regarding the specific instruction sets covered by this notice. Notice Revision #20110804.

Results have been estimated or simulated using internal Intel analysis or architecture simulation or modeling, and provided to you for informational purposes. Any differences in your system hardware, software or
configuration may affect your actual performance.

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors.
Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any
change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your
contemplated purchases, including the performance of that product when combined with other products. For more complete information visit
http://www.intel.com/performance/datacenter. Tested by Intel as of 14 June 2016. Configurations:
Faster and more scalable than GPU claim based on'Intel analysis and testing
Up to 2.3x fastertraining per system claim based on AlexNet* topol%géworkload (batch size = 1024) using a large image database running 4-nodes Intel Xeon Phi processor 7250 (16 GB MCDRAM, 1.4
GHz, 68 Cores) in Intel® Server System LADMP2312KXXX41, 96GB DDR4-2400 MHz, quad cluster mode, MCDRAM flat memory mode, Red Hat Enterprise Linux* 6.7 gSantia 0), 1.0 TB SATA drive
WD1003FZEX-00MK2A0 System Disk, running Intel® Optimized DNN Framework (internal development version) training 1.33 million images in 10.5 hours compared to 1-node host with four NVIDIA
“Maxwell” GPUs training 1.33 million images in 25 hours (source: http://www.slideshare.net/NVIDIA/gtc-2016-opening-keynote slide 32).
Up to 38% better scaling efficiency at 32-nodes claim based on GoogLeNet deep Iearning image classification training topology using a large image database comparing one node Intel Xeon Phi processor
7250 (16 GB MCDRAM, 1.4 GHz, 68 Cores) in Intel® Server System LADMP2312KXXX41, DDR4 96GB DDR4-2400 MHz, quad cluster mode, MCDRAM flat memory mode, Red Hat* Enterprise Linux 6.7,
Intel® Optimized DNN Framework with 87% efficiency to unknown hosts running 32 each NVIDIA Tesla* K20 GPUs with a 62% efficiency (Source: http://arxiv.org/pdf/1511.00175v2.pdf showing FireCaffe*
with 32 NVIDIA Tesla* K20s (Titan Supercomputer®) running GoogLeNet* at 20x speedup over Caffe* with 1 K20).
Up to 6 SP TFLOPS based on the Intel Xeon Phi processor peak theoretical single-precision performance is preliminary and based on current expectations of cores, clock frequency and floating point operations per
Ercle. FLOPS = cores x clock frequency x floating-point operations per second per cycle )
p to 3x faster single-threaded performance claim based on Intel estimates of Intel Xeon Phi processor 7290 vs. coprocessor 7120 running XYZ workload. )
Up to 2.3x faster tralnln%per system claim based on AlexNet* toEolog workload (batch size = 1024) using a large image database running 4-nodes Intel Xeon Phi processor 7250 (16 GB MCDRAM, 1.4 GHz, 68
Cores) in Intel® Server System LADMP2312KXXX41, 96GB DDR4-2400 MHz, quad cluster mode, MCDRAM flat memory mode, Red Hat nter&)rise Linux* 6.7 (Santiago), 1.0 TB SATA drive WD1003FZEX-00MK2A0
System Disk, running Intel® Optimized DNN Framework, Intel® Optimized Catfe (internal development version) training 1.33 billion images in 10.5 hours compared to 1-node host with four NVIDIA “Maxwell” GPUs
training 1.33 billion images in 25 hours Esource: http://www_slideshare.net/NVIDIA/gtc-2016-opening-keynote slide 32).
Up to 38% better scaling efficiency at 32-nodes claim based on GoogLeNet deep learning image classification trainin? topology usin%a Iar%]e image database comparing one node Intel Xeon Phi processor 7250 (16 GB
MCDRAM, 1.4 GHz, 68 Cores) in Intel® Server System LADMP2312KXXX41, DDR4 96GB DDR4-2400 MHz, quad cluster mode, MCDRAM flat memoqf mode, Red Hat* Enterprise Linux 6.7, Intel® Optimized DNN
Framework with 87% efficiency to unknown hosts running 32 each NVIDIA Tesla* K20 GPUs with a 62% efficiency (Source: http://arxiv.org/pdf/1511.00175v2.pdf showing FireCaffe* with 32 NVIDIA Tesla* K20s (Titan
Supercomputer®) running GoogLeNet* at 20x speedup over Caffe* with 1 K20). ) o ] ] ) )
Up to 50x faster training on 128-node as compared to single-node based on AlexNet* to ologg workload (batch size = 1024) training time using a large image database running one node Intel Xeon Phi processor 7250
(16 GB MCDRAM, 1.4 GHz, 68 Cores) in Intel® Server S?/stem LADMP2312KXXX41, 96GB DDR4-2400 MHz, quad cluster mode, MCDRAM flat memory mode, Red Hat Enterprise Linux* 6.7 (Santiago), 1.0 TB SATA
drive WD1003FZEX-00MK2A0 System Disk, running Intel® Optimized DNN Framework, training in 39.17 hours compared to 128-node identically configured with Intel® Omni-Path Host Fabric Interface Adapter 100
Series 1 Port PCle x16 connectors training in 0.75 hours. Contact your Intel representative for more information on how to obtain the binary. For information on workload, see https:/papers.nips.cc/paper/4824-Large
image database-classification-with-deep-convolutional-neural-networks.pdf. ) ) . )
Up fo 30x software optimization improvement claim based on customer CNN training workload running 2S Intel® Xeon® processor E5-2680 v3 running Berkeley Vision and Learning Center* (BVLC) Caffe + OpenBlas*
library and then run tuned on the Intel® Optimized Caffe (internal development version) + Intel® Math Kernel Library (Intel® MKL).
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http://www.intel.com/performance/datacenter
http://www.slideshare.net/NVIDIA/gtc-2016-opening-keynote
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https://papers.nips.cc/paper/4824-Large image database-classification-with-deep-convolutional-neural-networks.pdf

